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SDHA 2010

A The 1st Human Activity Recognition
Contest
I Human activities of general interests
ASurveillance scenarios
I Three challenges with three new datasets

Interaction challenge Aerial-view challenge Wide-area challenge



SDHA 2010 challenges

A Interaction  (UT-Interaction)

T Continuous videos
ADetection vs. classification

I Human-human interactions

A Aerial-view (UT-Tower)
I Low-resolution: small actor

AWide-area (UCR-Videoweb) s

T

i Multiple cameras, wide-area g % {
I Various activities -




Results overview

A We have invited the three finalists.

Challenge TeamName Authors Institution Success Paper
Team BIWI Yao et al. ETH Variations of a Hough  -Voting
Action Recognition System
Interaction | Ty Graz . TU Graz X -
SUVARI - Sabanci Univ. * X -
Panopticon - Sabanci Univ. 1! X -
. HMM based Action Recognition
. Univ. of Modena and : o :
Imagelab Vezzani et al. : o O with Projection Histogram
Reggio Emilia
Features
ECSI_ISI Biswas et al. Indian SFatlstlcaI @) -
. . Institute
Aerial -view Aerial View Activity
BU_Action Guo et al. Boston University @] Classification by Covariance
Matching of Silhouette Tunnels
Team BIWI Yao et al. ETH o  Varations ofaHough -Voting
Action Recognition System
Wide -area Vistek - Sabanci Univ. ~, X -

Univ. of Amsterdam



Interaction Challenge



Interaction challenge

A Goal Previous KTH dataset

I Complex activity
recognition from

continuous e
VideOS New UT -Interaction dataset
ASurveillance
cameras a

| I nteraCtlonS Human interactions ‘ Pedestrians Multiple activities

I Dynamic surveillance-type environments
APedestrians



UT-Interaction dataset

A Dataset description
I 720*480

I SiX types of human-

human interactions

I Two different sets
A Different background: parking lot vs. lawn
A 10 scenes for each set
A More than 120 activity executions




Evaluation

A Cross validation

I 10 scenes, Ieave-one-out = 10-folds
testing testinaining testing

scenel scene2 scene3

A Two problems
I Classification
AChoose activity category given segmented videos.

I Detection
Al ocalization in continuous videos




UT-Interaction results T setl

Classification accuracies:

Shake Hug Kick  Point Punch Push| Total
Laptev + kNN 0.18 0.49 0.57 0.88 0.73 0.57 0.57
Laptev + Bayes. 0.38 0.72 0.47 0.9 0.5 0.52| 0.582
Laptev + SVM 0.49 0.79 0.58 0.8 0.6 0.59| 0.642
Latpev + SVM (best) 0.5 0.8 0.7 0.8 0.6 0.7| 0.683
Cuboid + KNN 0.56 0.85 0.33 0.93 0.39 0.72 0.63
Cuboid + Bayes. 0.49 0.86 o~ 0.96 0.44
Cuboid + SVM 0.72 0.56
Cuboid + SVM (best) : 0.9
Team BIWI 1 1

Baseline methods:
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UT-Interaction results T set2

Classification accuracies:
Shake Hug Kick  Point Punch Push\ Total

Laptev + KNN 0.3 0.38 | 8 0.98 0.34 0.497
Laptev + Bayes. 0.36 0.67 0.62 0.9 0.32 0.545
Laptev + SVM 0.49 0.64 0.68 0.9 0.47 0.597

Latpev + SVM (best) 0.5 0.7 0.8 0.9 0.5 0.5
Cuboid + kNN 0.65 0.75 0.57 0.9 0.58 0.25| 0.617
Cuboid + Bayes. 0.26 0.68 0.72 0.28
Cuboid + SVM 0.61 0.75 0.55 0.9
Cuboid + SVM (best) 0.8 0.8 0.6
Team BIWI : 0.9

Baseline methods:

&

Feature histogram i
Classifiers

K-NNs

SVMs
é




Interaction summary

A Classification problem
I Successful results with UT-Interaction dataset.
I Hierarchical approaches
A Actions of each actor in human-human interaction
A Detection problem
I Continuous recognition was requested.
I None among four teams succeeded.

I Future exploration
AA hierarchical approach showed its potential.



Aerial -view Challenge



Aerial-view challenge

A Goal

i Classification of
human actions from
low -resolution
videos

AHuman height:
20 pixels
I Top-down viewpoint

AUnmanned aerial
vehicles (UAVS)




UT-Tower dataset

A Dataset description
I 360*240
I 9 types of actions

I Two different settings
ALawn vs. square




Evaluation

A Classification problem i _
i Segmented videos {i t | ;E
AOnly one action per video. : e B
I Bounding boxes and foreground masks
A Spatial information provided.

A Cross validation

I 108 videos, 108 leave-one-out
A 107 training videos and 1 testing video
AAbundant training videos



UT-Tower results

Classification accuracies:

Point Stand Dig Walk Carry Run Wavei Wave2 Jump| Total
Team BIWI 100 91.7 100 (ool 83.3 83.3 | el
BU Action 100 100 100 100
ECSU_IsI [N </ 100 1200 100 1o0 HVWANEYWA
Imagelab 100 100 100 100
Baseline 100 83.3 100 . 100 100

Baseline method:

Segmented video

Classifier

SVMs




Aerial-view summary

A Most of the teams showed successful
results.

I Abundant training data: 107 training, 1 testing.
I Baseline method also showed good results.

A Spatial info. provided: Bounding boxes
I Good segmentation method required.

A Classification vs. detection?
I Most difficult action: Standing



Wide-area Challenge



Wide-area challenge

A Open challenge using large-scale dataset
I Multiple cameras observing a wide-area
ASurveillance

I Contestants were asked to formulate their
own problem.



