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Abstract. Hidden Markov Models (HMM) have been widely used for
action recognition, since they allow to easily model the temporal evolu-
tion of a single or a set of numeric features extracted from the data. The
selection of the feature set and the related emission probability function
are the key issues to be defined. In particular, if the training set is not
sufficiently large, a manual or automatic feature selection and reduction
is mandatory. In this paper we propose to model the emission proba-
bility function as a Mixture of Gaussian and the feature set is obtained
from the projection histograms of the foreground mask. The projection
histograms contain the number of moving pixel for each row and for each
column of the frame and they provide sufficient information to infer the
instantaneous posture of the person. Then, the HMM framework recov-
ers the temporal evolution of the postures recognizing in such a manner
the global action. The proposed method have been successfully tested on
the UT-Tower and on the Weizmann Datasets.
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1 Introduction

Action classification is a very important task for a lot of automatic video surveil-
lance applications. The main challenge relies on developing a method that is able
to cope with different types of action, even if they are very similar to each other
and also in the case of cluttered and complex scenarios. Occlusions, shadows and
noise are the main problems to be faced.

In video surveillance applications the actions should usually be recognized
by means of an image stream coming from a single camera. Common 2D ap-
proaches analyze the action in the image plane relaxing all the environmen-
tal constraints of 3D approaches but lowering the discriminative power of the
action-classification task. The action classification can be performed in the im-
age plane by explicitly identifying feature points [1], or considering the whole
silhouette [2, 3]. Other approaches directly map low-level image features to ac-
tions, preserving spatial and temporal relations. To this aim, feature choice is a
crucial aspect to obtain a discriminative representation. An interesting approach
that detects human action in videos without performing motion segmentation



was proposed by Irani et al. in [4]. They analyzed spatio- temporal video patches
to detect discontinuities in the motion-field directions. Despite the general ap-
plicability of this method, the high computational cost makes it unusable for
real-time surveillance applications.

After their first application in speech recognition [5], HMMs have been widely
used for action recognition tasks. In a recent and comprehensive survey on ac-
tion recognition [6] several HMM based methods are presented. Yamato et al
in [7] used HMMs in their most simpler shape: a set of HMM, one for each ac-
tion, is trained. The observation probability function is modeled as a discrete
distribution adopting a mesh feature computed frame by frame on the data [8],
and finally, the learning was based on the well known Baum-Welch approach.
Similarly, Li [9] proposed a simple and effective motion descriptor based on ori-
ented histograms of optical flow field sequence. After dimensional reduction by
principal component analysis, it was applied to human action recognition us-
ing the hidden Markov model schema. Recently, Martinez et al [10] proposed a
framework for action recognition based on HMM and a silhouette based feature
set. Differently from the other proposals, their solution lies on an 2D modeling
of human actions based on motion templates, by means of motion history images
(MHI). These templates are projected into a new subspace using the Kohonen
self organizing feature map (SOM), which groups viewpoint (spatial) and move-
ment (temporal) in a principal manifold, and models the high dimensional space
of static templates. The higher level is based on a Baum-Welch learned HMM.

In this work we adopt the common HMM framework with a feature set
particularly suitable for low quality images. We firstly segment and track the
foreground images by means of the Ad-Hoc system [11]. Thus, the projection
histograms of the foreground blobs are computed and adopted as feature set [2].
To avoid the course of dimensionality we sub-sampled the histograms, in order to
obtain a feature set with a reasonably limited number of values. Ad-Hoc includes
a shadow removal algorithm [12]; nevertheless shadows can contain information
about the current posture and can be adopted as additional data to recover
missing one.

In Section 2 the traditional HMM action classification framework is reported.
Section 3 describes the Projection Histogram feature set as well as a shape based
feature set used as reference. Finally, comparative tests and the results of the
proposed schema over the UT-Tower dataset are reported in Section 4.

2 HMM Action Classification

Given a set of C action classes Λ = λ1 . . . λC , our aim is to find the class λ∗ which
maximise the probability P (λ|O), where O = {o1 . . . oT } is the entire sequence of
frame-wise observations (features). In his famous tutorial [5], Rabiner proposed
to use hidden Markov models to solve this kind of classification problems. An
HMM should be learned for each action; the classification of an observation
sequence O is then carried out selecting the model whose likelihood is highest,
λ∗ = arg max1≤c≤C [P (O|λc )]. If the classes are equally likely, this solution is



optimal also in a Bayesian sense.

λ∗ = arg max
1≤c≤C

[P (O|λc )] (1)

Since the decoding of internal state sequence is not required, the recursive for-
ward algorithm with the three well known initialization, induction and termina-
tion equations have been applied.

α1(j) = πibj(o1), 1 ≤ i ≤ N

αt+1(j) =
[∑N

i=1 αt(i)aij

]
bj (ot+1)

P (O|λ) =
∑N

j=1 αT (j)
(2)

The term bj(ot) depends on the type of the observations. We adopted the K-
dimensional feature set described in the following, which requires to model the
observation probabilities by means of density functions. As usual, we adopt
a Gaussian Mixture Model, which simplifies the learning phase allowing a si-
multaneous estimation of both the HMM and the Mixtures parameters using
the Baum-Welch algorithm, given the numbers N and M of hidden states and
Gaussians per state respectively. In this case, the term bj(ot) of Eq. 2 can be
approximated as:

bj(ot) =
M∑

m=1

cjmNK (ot|µjm, Σjm) (3)

where NK(µ, Σ) is a K-dimensional Gaussian distribution having mean vector µ
and covariance matrix Σ; µjm,Σjm and cjm are the mean, the covariance matrix
and the mixture weight of the m-th component for the action j.

3 Feature sets

The selection of the feature set to use is very important for the final classification
rate. In particular, the adopted features should capture and follow the action
peculiarities, but, at the same time, they should allow the action generalization.

In this paper we propose and compare two different feature sets. The first
is based on the so called Projection Histograms and it is based on the shape
of the foreground mask only; position and global motion of the person are not
considered. The projection histograms have been used in the past for frame by
frame posture classification [2]. The second feature set, instead, is composed by
a mix of different measures, some of them based on the appearance and some
on the person position and speed [13]. Independently from the semantics and
the computation schema, the input for the HMM framework is a K-dimensional
vector o1

t . . . oK
t ∈ RK .

3.1 Projection Histograms Feature Set

Since the videos were acquired by a fixed camera, each frame It(x, y) is processed
to extract the foreground mask (F ) by means of a background subtraction step



Fig. 1. Vertical and Horizontal Projection histograms of a sample blob

[12]. For this contest, we directly used the foreground images furnished within
the dataset [14]. The feature vectors ot are then obtained from the projection
histograms of the foreground mask [2], i.e. projections of the person’s silhouette
onto the principal axes x and y.

Examples of projection histograms are depicted in Fig. 1.
Given the boolean foreground mask F (x, y), the projection histograms θ and

π can be mathematically defined as:

θ(x) =
Fy∑

y=0

φ(F (x, y)) ; π(y) =
Fx∑

x=0

φ(F (x, y)) (4)

where the function φ is equal to 1 if F (x, y) is true, 0 otherwise, while Fx and
Fy are the width and the height of the foreground mask F respectively.

In practice, θ and π can be considered as two feature vectors and the final
feature vector Ot ∈ RK used to describe the current frame is obtained from θ
and π normalizing each value such as they sum up to 1, resampling the two
projection histograms to a fixed number S = K/2 of bins, and concatenating
them into a unique vector.

3.2 Model based Feature Set

Projection histograms do not depend on any assumption on the people shape
and they can be used to describe a generic object. We propose another simple
feature set, which is based on a simplified body model, discriminative enough
to obtain reasonable classification rates, but not too complex to permit fast
processing. The foreground silhouettes are divided into five slices S1 . . . S5 using
a radial partitioning centered in the gravity center {xc(t), yc(t)}. These slices
should ideally correspond to the head, the arms and the legs. Calling At and
{Ai

t}i=1...5 the areas of the whole silhouette and of each slice {Si} respectively,
the 17-dimensional feature set is obtained as reported in Fig. 3. The features
contain both motion (o1 and o2) and shape information (o3 . . . o17).



ot =
{
o1

t . . . o17
t

}
,=



o1
t = xc(t)− xc(t− 1);

o2
t = yc(t)− yc(t− 1);

o3...7
t = Ai

t

At
, i = 1 . . . 5;

o8...12
t = max(x,y)∈Si

x√
Ai

t

, i = 1 . . . 5;

o13...17
t = max(x,y)∈Si

y√
Ai

t

, i = 1 . . . 5;


(5)

4 Experimental Results

The proposed method have been tested on the UT-Tower Dataset [14] and on
the Weizmann dataset [15].

The UT-Tower Dataset [14] contains 112 videos of 9 actions performed
12 times each, Some actions are performed in different ways, thus in the on-line
recognition we used all the 16 specific classes (Some frames of the dataset are
reported in Fig. 4).

We tested the system using the projection histogram feature set. The num-
ber of bins have been sub-sampled to 10 for each direction, obtaining a 20-
dimensional feature set. The classification precision achieved using a leave-one-
out test schema is around 96%. The confusion matrix is reported in table 5.

The low quality of the segmentation masks and the too limited size of the
blobs make the alternative feature set ineffective. Moreover, shadows play an
important role in the classification results. In Fig. 2(d) and 2(e) the projection
histograms obtained by including shadows or removing them are shown: shad-
ows strongly affect projection histograms based on blob’s silhouette, and thus
they usually must be removed. Anyway, if the shadow characteristics (i.e., size,
position, direction) are not changing among sequences, they can be leaved; on
the contrary, information about the performed action are also embedded in the
shadow. Thus, we can avoid any shadow removal step if the shadows are always
in the same direction and if the adopted feature set is not model based (such
as the projection histograms). The model-based feature set described in section

Fig. 2. Comparison of the projection histograms achieved by preserving (top) or re-
moving (bottom) shadows.



Fig. 3. Model-based 17-dimensional Feature set

Fig. 4. Sample input frame of the UT-Tower dataset

3.2, instead, starts with the estimation of the body center. Shadows strongly
compromise this estimation and the overall action classification rate, achieving
performance around the 60% on the same dataset.

Fig. 5. Confusion matrix of the Projection Histograms Feature set on the UT-Tower
dataset

The Weizmann dataset [15] contains 90 videos of 10 main actions per-
formed by 9 different people. Some actions are performed in different ways, thus
in the on-line recognition we used all the 16 specific classes. Example frames of
this well known dataset are shown in Figure 7.

With this dataset the model based feature set performs better than the pro-
jection histograms one. The confusion matrix obtained using the model based
feature set is shown in Figure 6.

We empirically tuned the HMM parameters. In particular the number N of
hidden states and the number M of Gaussians of the mixture model of Eq. 3



Fig. 6. Confusion matrix of the Model Based Feature set on the Weizmann dataset

have been set to 5 and 3 respectively to maximize the recognition rates based
on some experiments we carried out on the Weizmann dataset.

The complete system, including the background subtraction and updating
step, the object tracking, feature extraction and action classification is working
in real time, processing about 15 frames per second.

5 Conclusions

In this paper, a traditional HMM framework for action recognition is presented.
We proposed and compared two different feature sets, based on projection his-
tograms and shape descriptors respectively. The framework was initially devel-
oped for the participation to the ICPR 2010 Contest on Semantic Description
of Human Activities - “Aerial View Activity Classification Challenge” [14]. Us-
ing the projection histogram feature set the classification precision is around
96%. The system was also tested on the Weizmann dataset [15], on which
the shape descriptors performs better than projection histograms. Given the
temporal segmentation of the actions and a well representative training set,
the Hidden Markov Model approach still guarantees good performances both in
terms of precision and computational load.
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